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Abstract:  When is solving a non-convex optimization problem easy? Despite significant research efforts to answer this 
question, most existing results are problem specific and cannot be applied even with simple changes in the objective 
function. In this talk, we provide theoretical insights to this question by answering two related questions: 1) Are all local 
optima of a given optimization problem globally optimal? 2) When can we compute a local optimum of a given non-
convex constrained optimization problem efficiently? In the first part of the talk, motivated by the non-convex training 
problem of deep neural networks, we provide simple sufficient conditions under which any local optimum of a given 
highly composite optimization problem is globally optimal. Unlike many existing results in the literature, our sufficient 
condition applies to many non-convex optimization problems such as training problem of non-convex multi-linear neural 
networks and non-linear neural networks with pyramidal structures. 
 
In the second part of the talk, we consider the problem of finding a local optimum of a constrained non-convex 
optimization problem under strict saddle point property. We show that, unlike the unconstrained scenario, the vanilla 
projected gradient descent algorithm fails to escape saddle points even in the presence of a single linear constraint. We 
then propose a trust region algorithm which converges to second order stationary points for optimization problems with 
small number of linear constraints. Our algorithm is the first optimization procedure, with polynomial per-iteration 
complexity, which converges to -first order stationary points of a non-manifold constrained optimization problem 

in  iterations, and at the same time can escape saddle points under strict saddle property. 
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